An algorithm for weighted and bootstrap logistic regression modelling in benthic organism
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Abstract: This paper provided a complete method of an alternative weighted logistic regression as a technique for analysis through SAS algorithm. This paper also aims to investigate the effect of the fish cage aquaculture activity to the benthic communities in Bidong Island. Benthic organisms have been one of the most common organisms used as indicators for assessing environmental quality in marine environments due to their diversity and known characteristics such as limited mobility. Literally, it means those benthic organisms are unable to avoid themselves from the changes in the environment. This alternative method is a manipulation technique (using bootstrap) for the small data set and gives the researcher an option to launch the analysis even there is not enough data set. This is an extension of an improvement of the current method by adding weighted and bootstrap to step of building logistic regression model.
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1. Introduction

This paper provides a road map of the practical approach of logistic regression modeling and an illustration using aquaculture dataset. The benthic impact of fish farm wastes on the benthic environment has mainly been assessed in terms of changes in macro faunal abundance and diversity (Tsutsumi, 1995). Benthic communities play important roles in the maintenance of ecosystem functioning and the links between benthic and pelagic systems (Bremner and Rogers, 2006) and these roles are determined by the biological traits species exhibit (Bremner and Rogers, 2006). Benthic infaunal communities demonstrate the ability to change in a predictable manner along gradients of natural and anthropogenic stresses (Pearson and Rosenberg, 1978). Benthic infauna have been one of the most common organisal groups used as indicators for assessing environmental quality in marine environments due to their diversity and known characteristics such as limited mobility (meaning they are unable to avoid the environmental changes as most pelagic fauna can) (Gray, 1979) and long life spans of up to several years (Nelson, 1990). Logistic regression is a type of predictive model that can be used when the target variable is a categorical variable with two categories for instance live or die, has cancer or no cancer, having coronary heart disease or not having coronary heart disease, patient survives of dies and many more (Amir et al., 2010). In logistic regression, the dependent variable is a binary or dichotomous; it only contains data coded as 1 or 0. The objective of logistic regression is to find the best fitting model to illustrate the relationship between the dichotomous characteristics of interest (dependent variable = response or outcome variable) and a set of independent (predictor or explanatory) variables. The parametric bootstrap method is recommended for sample size between 50 and 100 for a reliable performance (Jung et al., 2005; Cassel, 2010). A recent approach to analyse data with missing values in the covariates is weighted estimating equations and this technique appear to be highly efficient (Zhao et al., 1996). The objective of this study is to discuss the improvement between the advanced multiple logistic regression with the original version of multiple logistic regression (Hosmer and Lemeshow, 2000). We extend the advanced of multiple logistic regressions with combining bootstrap and response surface methodology. The response surface methodology (RSM) was introduced by Box and Wilson in 1951 (Lockwood and Mackinnon, 1998; Cassel, 2010). The response surface methodology (RSM) explores the relationships between several explanatory variables (X) and one or more response variables (Y). The main idea of RSM is to use a sequence of designed experiments to obtain an optimal response through
linear model and second-degree polynomial. They acknowledge that this model is only an approximation, but use it because such a model is easy to estimate and apply, even when little is known about the process. According to Mead and Pike, the origin of RSM starts in the 1930s with the use of *Response Curves* (Myers et al., 1989).

Bootstrap method is a statistical technique that falls under the broad heading of resampling. This method is very useful and can be used various especially in the estimation of nearly any statistic (Cassel, 2010). This procedure involves a relatively simple procedure, but repeated so many times depending on the need of the researcher. Bootstrap technique is heavily dependent upon computer calculation. Using the bootstrap method, we are able to determine the estimating value of a parameter that presenting the whole of a population. Without using bootstrap method, the value of the parameter of a population is impossible to measure directly. So, we use statistical sampling method and we sample a population, measure a statistic of this sample, and then use these statistics to say something about the corresponding parameter of the population (Cassel, 2010).

2. **Data and methods**

Data of this study is a sample which composed of six variables. Namely variables are as in Table 1.

<table>
<thead>
<tr>
<th>Num.</th>
<th>Code</th>
<th>Explanation of user variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.</td>
<td>Y</td>
<td>Feeding Habit</td>
</tr>
<tr>
<td>2.</td>
<td>X1</td>
<td>Size</td>
</tr>
<tr>
<td>3.</td>
<td>X2</td>
<td>Mobility</td>
</tr>
<tr>
<td>4.</td>
<td>X3</td>
<td>Flattened Body</td>
</tr>
<tr>
<td>5.</td>
<td>X4</td>
<td>Body form</td>
</tr>
<tr>
<td>6.</td>
<td>X5</td>
<td>Life Habitat</td>
</tr>
<tr>
<td>7.</td>
<td>X6</td>
<td>Weight</td>
</tr>
<tr>
<td>8.</td>
<td>X7</td>
<td>Distribution</td>
</tr>
</tbody>
</table>

Multiple weighted logistic regression technique was used in the analysis of relationship between variables. The algorithm is given as follows. Indeed, Fig. 1 shows the flow chart of an alternative method of logistic regression procedure.

2.1. **Case Study I: Calculation for Bootstrap Logistic Regression Using SAS**

**Data** Sampling; input size mobility fbody bform lhabit fhabit weight dist; datalines; 4 4 0 2 3 0 0.0014 4 5 5 3 1 6 0 0.0048 4 5 5 0 1 5 0 0.0066 6 5 5 0 2 5 0 0.0152 4 6 6 0 3 5 0 0.0031 7 5 5 0 1 3 0 0.0012 13

```sas
ods rtf file='robdunc0.rtf' style=journal;
Title "Performing bootstrap with case resampling";
Proc surveyselect data=Sampling out=boot1 method=urs samprate=1 outhits rep=60; run;
proc print data =boot1;
run;
ods rtf close;
```

2.2. **Case Study II: Calculation for Alternative Method for Logistic Regression Using SAS**

**Data** boot1; input size mobility fbody bform lhabit fhabit weight dist; datalines; 6 6 0 1 4 1 0.00 2 6 6 0 1 4 1 0.00 2 4 4 2 1 1 1 0.03 4 7 7 0 3 2 1 0.01 51 7 7 0 3 2 1 0.01 51 3 3 1 4 4 1 0.03 4 3 3 1 4 4 1 0.03 4 3 3 3 2 5 1 0.00 3 :: :: :: :: 3 3 0 3 3 1 0.00 4 3 3 0 3 2 1 0.02 18 5 5 0 2 5 0 0.02 4 6 6 0 3 5 0 0.00 7 6 6 0 3 5 0 0.00 7 5 5 0 1 3 0 0.00 13 5 5 0 1 3 0 0.00 13

---

52
/* Run the original logistic regression + bootstrap to get the residuals*/
proc genmod data=boot1 descending;
  class fhabit;
  model fhabit = size fbody bform lhabit weight dist/ dist=binomial link=logit;
  output out=work.pred  reschi=residual;
run;

/* Compute the absolute and squared residuals*/
data work.resid;
  set work.pred;
  absresid=abs(residual);
  sqresid=residual**2;
proc genmod data=work.resid;
/*Run a regression with the absolute residuals vs. independent variables to get the estimated standard deviation*/
  model absresid = size fbody bform lhabit weight dist;
  output out=work.s_weights p=s_hat;
run;

/*Compute the weights using the estimated standard deviations*/
data work.s_weights;
  set work.s_weights;
  s_weight=1/(s_hat**2);
  label s_weight = "weights using absolute residuals";
/*Do the weighted least squares using the weights from the estimated standard deviation*/
proc genmod data=work.s_weights;
  weight s_weight;
  model fhabit = size fbody bform weight dist / rsquare expb lackfit;
  roc 'size fbody bform weight dist' size fbody bform weight dist;
run;
ods graphics off;
ods rtf close;

3. Summary and conclusion

This paper explained on how an alternative programming method of bootstrap weighted multiple logistic regression procedure using SAS software. This method can be applied for the small sample size data especially where the data is very difficult to collect. By resampling (using bootstrap method), it provides the plenary comprehensive information and also give the general overview on how the data behaviour even though the original data is not enough (small sample size). In our case, smaller standard error of the estimate parameter will tell us how accurate our estimate parameter is likely to be. It is not easier to understand the behaviour of the data in studies when it is not reaching the actual sample size needed in an analysis (Naing, 2003).
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