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Design and noise optimization of inductive source degeneration LNA using PSO
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Abstract: This paper details an optimized design of a low noise amplifier by employing a swarm intelligence basedtechnique called Particle Swarm Optimization (PSO). To reduce the noise figure, a cascade structure with inductivesource degeneration LNA is proposed and it is validated through CADENCE simulations in standard 0.18µm process.This LNA also increases the gain and save power consumption. It exhibits minimum noise figure of 1.55 dB, gain of19.8dB and input return loss of -35 dB respectively.
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1. Introduction

*Due to its tendency to dominate the sensitivity,low noise amplifier (LNA) has become one of themain components in a typical RF receiver (Razavi,1997).But for a given technology its sensitivity hasdirect impact on the LNA components i.e. both onactive and passive components. Therefore, thechosen technology will be responsible for the finalachievable targets. Because of technology scaling,low cost and higher degree of integration, CMOS hasbecome one of the most demanding technologies forradio transceiver implementation (T. H. Lee, 2002).Hence we must be able to design a CMOS LNA withvery low noise. Apart from low noise, it should havehigh linearity, high gain and low powerconsumption.  Different topologies are provided fordesigning LNA such as resistive termination commonsource, common Gate, shunt series feedbackcommon source, inductive degeneration commonsource and cascode inductor source degeneration. Inorder to design a low noise LNA, the best option is toadopt a cascade structure with an inductive sourcedegeneration configuration (Shaeffer, 1997) which isshown in Fig. 1. This topology provides good in-outisolation and is the most practicable topology.In LNA design one of the most importantparameters is optimizing the noise Fig.ure (NF) butoptimization of an analog circuit is a very time takingprocess. Another demerit of analog synthesis is itscomplication due to its various topologies, layoutsynthesis and component sizing (Graeb, 2001). Toovercome these problems, an automated design andoptimization techniques are used. And one of suchoptimization technique is Particle SwarmOptimization (PSO) that was developed by Kennedyand Eberhart in 1995 (Kennedy J, 1995). Among the
* Corresponding Author.

other optimization techniques, PSO is best suited foranalog circuit and optimization such as automaticsizing of low power analog circuit (David J, 2004).

Fig. 1: Cascode Inductive Source Degeneration TopologyTherefore in this paper PSO technique isemployed for automated design and optimization onthe inductive source degeneration LNA.
2. LNA design and its analysis

2.1. Description of LNA designIn receiver design a cascade is designed usuallywith inductive source degeneration topologybecause it provide best matching for both noiseFig.ure and power gain. A common-source structureis combined with a common-gate to form the cascadestructure whose main purpose is to increase gain ofthe LNA and the output impedance while protectingfrom unpleasant experience (Scholten, 2003).
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Fig. 2: Cascode LNA with Inductive Source DegenerationTopologyFig. 2 shows the complete schematic LNA whereand are same size RF transistor which providegood noise isolation. In the noise analysis of LNA,transistor is referred because has minorinfluence on the total noise of the LNA. iscascading transistor which is used to reduce theeffect of the gate-drain capacitance of . The valuesof source inductor and gate inductor are chosenin such a way that it can provide the desired inputresistance. is the current mirror transistor ofand , , form the bias circuit. and capacitanceof form the tank circuit which will provide a DCpath for the bias current for both and .
2.2. Noise analysisIn a MOS transistor noise is mainly dominated bythe intrinsic part of the active device (A van der Ziel).For radio frequency (RF), the total noise is definedby the thermal noise component. Noise behavior ofthe LNA is majorly due to of Fig. 2 whereas hasminor contribution to the total noise.Thermal noise of the source resistance , ,thermal noise of the channel current , , and thegate induced current noise , and the thermalnoise of the output resistance , are the mainsource of noise of LNA. Therefore the noise densitiesare given as
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Where is resonance angular frequency and Q isthe quality factor of the input circuit which is equalto
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2.3. Particle swarm optimizationIn order to design a high performances circuitsthe main target is to optimize the size of the analogcomponents (Toumazou, 1993) and thisoptimization method involve solving of variousvariables, objectives and constraints functionsimultaneously. Due to this complexity the ClassicalOptimization technique is not a good option. Oneoptimization technique that is well suited for suchtype of approach is nature inspired heuristicoptimization algorithm called Particle SwarmOptimization (PSO) which centered on theintelligence of swarm (Clerc, 2006). A comparison ofClassical and Heuristic optimization technique isshown in Fig. 3.

For any analog circuit, we deal with the generalanalog constraint optimization problem whoseformat is defined asMinimize   ;f x
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 , ......1 ,2 ,X x x xi i i Ni  (36)
 , ......,1 ,2 ,V v v vi i i Ni  (37)

   , ......,1 ,2 ,p p p p pbest i i i Ni  (38)
 1 2 Ng = g ,g ,......g (39)This t hi particle update the values of velocity andposition by using the equation given below (Chan,2007)
    1

1 1 2 2

influence influence

t t t t t t
i i i i i i

Inertia Personal Social

V wV c P X c P X     
 

r r

(40)
1 1t t tX X Vi i i
   (41)Where diversification feature of the algorithm iscontrolled by an inertia weight, w. and controlthe particle attitude that searches its beat location.And each dimension are uniformly sampled in[0,1]by using two random values and . Flowchart of astandard PSO is shown in Fig. 4
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Fig. 3: Comparison of classical and modern heuristic optimization techniques

Fig.4: Flowchart of a standard PSOIn this paper optimization is done by using LNAnoise figure as objective function whose expressionis shown in equation (29). And the constraints forthis LNA design are gain, stability, impedance andsmall circuit sizing.
3. ResultThe proposed LNA design is implemented in UMC0.18µm CMOS technology and by using PSOalgorithm the optimum values of the circuitcomponents are calculated. PSO algorithmparameters and its optimal parameter’s values aregiven in table 1 and table 2 respectively.

Table1: Parameters of PSO algorithmSize of theswarm Number ofiterations30 1000 1 1 0.4
Table 2: Optimal parameter’s values

(μ ) (μ )240 0.18 160 0.18 3.2nH 450pH 1.6nH 630pF 470fF

Fig. 5: Simulated S11 (input return loss)

Fig. 6: Stability factor

Fig. 7: Simulated S21
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Fig. 8: Simulated Minimum Noise Fig.ure (NFmin)S11also known as input return loss or inputrefection coefficient defined how much incidentpower is reflected back to the source from theamplifier. As shown in the Fig. 5 the value of S11 is -35dB for 6 GHz. The LNA is consider to beunconditionally stable if stability factor (K)>1 and∆<1.And for this LNA, K=3.5 as shown in Fig. 6.Thesimulated values of S21 (power gain) is 19.8dB andis 1.55dB which is shown in Fig. 7 and Fig. 8respectively.
Table 3: Performance Summary of LNAParameter ValueTechnology 0.18 µm CMOSFrequency 6 GHzMin NF 1.55 dBS11 -35 dBGain 19.8dBThe result of the proposed LNA is shown in table3. At 6GHz, it has a min NF of 1.55 dB, gain of 19.8dB,and input return loss of -35 dB. In order to obtainlow , cascode configuration with inductivesource degeneration is used. This is because sourcedegenerated inductance will bring optimum noiseimpedance. The designed LNA requires only a 1.8Vsupply voltage and consumes10.8mW.

4. ConclusionParticle Swarm Optimization (PSO) technique isused to design an optimized cascade LNA withinductive source degeneration in this paper. Thedesign LNA is simulated in UMC 0.18µm CMOStechnology. The designed inductive sourcedegeneration cascode LNA exhibit features like lowmin noise figure, high voltage gain and low powerdissipation. The main approach of this paper is todevelop a methodology which reduces the noise of aLNA by making it independent on the details variousnoise mechanism
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